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This research review focuses on 
suicide, suicide communication 

on digital platforms, and how suicidal 
individuals can be identified online.
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Foreword
In the autumn of 2020, the Swedish government assigned the Swedish 
Media Council, together with 24 other authorities, to provide a basis for an 
upcoming national strategy for mental health and suicide prevention. The 
present research overview has been produced by the Swedish Media Council 
as a contribution to the ongoing work.  The government assignment is led 
by the Public Health Agency of Sweden and the National Board of Health and 
Welfare, and the final report to the Ministry of Social Affairs will take place 
on 1 September 2023. 

The Swedish Media Council is a government agency whose primary task 
is to promote the empowering of minors as conscious media users and to 
protect them from harmful media influences. There are no specific assign-
ments on mental health or suicide prevention in the agency’s instruction, 
but there are nevertheless links between the agency’s 
task and mental health. 

According to the Public Health Agency of Sweden, 
mental problems such as depression, stress and 
sleeping difficulties have risen among Swedish adole-
scents during the last decades, making it an increasing 
societal concern. The expanding media landscape, 
the digitalisation and the ubiquity of social media 
and smartphones in everyday life have been sugge-
sted as possible main causes (e.g. Twenge, 2017) and 
lately, an abundance of studies on the relationship 
between media use and psychological ill-being have 
been published. For the Swedish Media Council, this 
means that the concept of ”harmful media influence” 
must be reconsidered and developed in accordance 
with the research, and with the continually chang-
ing media landscape that young people are naviga-
ting through in their daily life. This report will add to 
the process by bringing an overview of international 
research on suicide communication on digital platforms, its eventual bene-
fits and disadvantages. The report has been produced in collaboration with 
the National Centre for Suicide Research and Prevention (NASP) at Karo-
linska Institutet, and it’s authored by Michael Westerlund at the Depart-
ment of Media Studies, Stockholm University, and Hanna Nilsson at NASP. 
An extended version of this research overview is published in Swedish on  
www.statensmedierad.se

Stockholm, June 2022

According to the 
Public Health 

Agency of Sweden, 
mental problems such 
as depression, stress 
and sleeping difficulties 
have risen among 
Swedish adolescents 
during the last decades, 
making it an increasing 
societal concern.
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Introduction
Suicide largely remains a topic of taboo and stigmatization in most societies 
and cultures (Anderson & Jenkins 2009; Westerlund 2012). Suicide is also a 
complex behavior relating to a wide range of risk factors, and since the mid-
1990s fears have been raised about the possible links between suicide and 
Internet-based communication, especially among youth and young adults 
(Mehlum, 2000, Krysinska, Westerlund & Niederkrotenthaler et al. 2017; 
Westerlund & Krysinska 2021). The Internet has been identified as the main 
arena for all kinds of suicide communication (Mishara & Côté 2013), and 
questions about whether the Internet primarily entails new opportunities 
for suicide prevention or poses a potential threat to those engaging in this 
type of communication have been discussed (Barak 2007; Biddle et al. 2008; 
McCarthy 2010; Hagihara et al. 2012; Till and Niederkrotenthaler 2014; Mok 
et al. 2016a; Vidal et al. 2020).

The aim of this research review is to describe and exemplify research to 
date on suicide communication on digital platforms and to discuss the fears 
and hopes, advantages and disadvantages, as well as the risks and opportu-
nities that researchers in the field have pointed to over the past three deca-
des. The review presents a number of illustrative research articles demon-
strating and reflecting the extensive developments that have taken place in 
the area of digital communication about suicide on the Internet. The main 
focus of the review is on young people’s communication on suicide-related 
issues online. 

The specific questions this research review addresses are:
• What risks and opportunities are associated with suicide-related    

                 communication on the Internet?
• How can warning signs be identified on the Internet?
• Are there ongoing or implemented initiatives in the area and if so,  

                 how can they be developed?
•  Are there areas or people (target groups that are particularly  

                  vulnerable) that should be prioritized in a future national strategy  
                  in the field of mental health and suicide prevention, and if so, how  
                   should these people be addressed?
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Material and Method
The research review is mainly based on two previously published reviews 
in which the author had a leading role (Krysinska, Westerlund, Niederkro-
tenthaler et al. 2017; Westerlund & Krysinska 2021). Furthermore, additional 
articles were collected in connection with the work on the present review. In 
total, about 500 peer-reviewed articles in the research area have been iden-
tified and reviewed.
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Studies based on the results from 
search engines
Articles from the second half of the 1990s expressed great concern about the 
number of hits the search term “suicide” generated on search engines at the 
time (e.g. Baume et al. 1997; Thompson 1999). Suicide-related communica-
tion on the Internet was seen as a new and potent threat, especially as far as 
young, vulnerable Internet users were concerned. What attracted the most 
attention were the websites described as “pro-suicide”, which were believed 
to convey and spread potent suicide methods and messages about suicide as 
an acceptable, and even desirable, way to solve problems in life. A relatively 
large number of studies have later, in the 2000s and 2010s, used the domi-
nant search engines (mainly Google but also Yahoo !, MSN, Ask, Lycos, Dog-
pile, Bing) to examine the search results generated by the search term “sui-
cide” (and other synonymous terms) in more detail, with the main purpose 
of seeing if users are primarily confronted with preventive or pro-suicide 
search hits when searching for suicide-related content on the Internet (e.g. 
Biddle et al. 2008; Recupero et al 2008; Westerlund et al. 2012; Till & Nieder-
krotenthaler 2014; Biddle et al. 2016; Mok et al. 2016a).

In summary, the studies based on aggregate search engine results show 
that the suicide-related websites and communication platforms that con-
tain preventive and protective material, or messages that clearly speak aga-
inst suicide, are significantly more prevalent than those that advocate suicide 
or include other harmful content (Westerlund & Krysinska 2021). However, 
pro-suicide content and actual descriptions of suicide methods are often 
ranked high in the search lists. This very visible and easily accessible harm-
ful material can pose a serious threat to suicidal and vulnerable individuals. 
Consequently, many studies emphasize the importance of improving the 
ranking and accessibility of preventive websites, and informing and educa-
ting clinicians and other healthcare professionals about the potential effects 
of harmful Internet content and communication as far as individuals at risk 
of suicide are concerned (e.g. Recupero et al. al. 2008; Westerlund et al. 2012; 
Till & Niederkrotenthaler 2014; Mok et al. 2016a).
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Google Trends and prediction of 
suicide
Instead of analyzing search results on Google or other search engines 
directly, McCarthy (2010) used the Google application Google Trends to exa-
mine patterns and changes regarding suicide-related search activity. The 
study compared search volumes for the terms “suicide”, “teenage suicide”, 
“depression”, “divorce” and “unemployment” with 
statistics on suicide and intentional self-harm from 
the Centers for Disease Control (CDC). The results 
showed that the search volumes on Google correlated 
with the data on both suicide and intentional self-
harm, but that there were differences depending on 
the age group. For the population as a whole, fewer 
suicides and self-harm cases were found during peri-
ods with higher search volumes resulting from the 
above-mentioned terms, while suicide and self-harm 
increased for young people in the age group 15– 25 
years during periods with high search volumes. In 
other words, young people use the Internet for self-destructive purposes to a 
greater extent than the population as a whole. The study thus provides some 
support for a link between online search activity and suicide, and McCarthy 
suggests that Internet searches on suicide-related terms can predict actual 
suicides and intentional self-harm.

In line with McCarthy (2010), a number of studies from different countries 
and regions have been carried out and published in recent years, where data 
in the form of search volumes generated by Google Trends have been lin-
ked to global, national or regional suicide rates. That is, scholars have exa-
mined whether the search volumes for different terms have correlated with 
suicide rates over time. Overall, many of these studies point to the possi-
bility of predicting suicidal behavior using this method (e.g. Jimenez et al. 
2020; Lee 2020; Bojanic 2021). However, it appears crucial to carefully ana-
lyze which terms and word combinations most clearly predict variations 
in suicide rates, and that such analyses account for linguistic, cultural and 
social factors. The results of such studies could, for example, contribute to 
more effective suicide prevention initiatives and programs, as it would be 
possible to specify the time intervals where searches for information about 
suicide are most frequent (Chandler 2018).

Internet 
searches on

suicide-related 
terms can predict 
actual suicides and 
intentional self-harm
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Young suicidal people’s use of 
the Internet
In a number of studies, interviews and questionnaires have been used to 
investigate how different types of harmful online content can affect young 
suicidal individuals (e.g. Harris et al. 2009; Sueiki 2013; Mars et al. 2015; 
Arendt et al. 2019 Weinstein et al. 2021). Minkkinen et al. (2016) examined 
protective factors in adolescents when exposed to pro-suicide and harm-
ful content. The research was conducted in the US, Great Britain, Germany 
and Finland, and 3,567 young people (15–30 years) participated in the study. 
The results showed that exposure to pro-suicide and harmful content on the 
Internet had a clear negative impact on the participants’ mental health – in 
the form of perceived happiness – regardless of country or gender, but that 
close relationships with their primary group (e.g. family, friends) protected 
against such adverse effects.

In parallel studies, Mok et al. (2016a) and Bell et al. (2017) conducted an 
anonymous online survey to examine the differences between those who 
use the Internet for suicide-related reasons and those who do not. The parti-
cipants were young Australian and British suicidal individuals (18–24 years 
of age). Both studies showed that suicide risk and social phobia were more 
prominent among individuals who used the Internet for suicide-related rea-
sons, but that there were no differences regarding depressive symptoms. A 
positive result of suicide-related Internet use was 
that the suicidal participants found help, support 
and acceptance in communicating with others on 
suicide forums and chats. However, the authors 
conclude that the same suicide-related online 
content and communication can have both nega-
tive and positive effects, depending on the indivi-
dual. For example, searching for, taking part in and 
communicating about suicide methods can pose 
a potential risk for some individuals, while others 
may experience relief when confronted with the 
reality of suicide. Hence, the task of determining 
which content or type of communication is clearly 
harmful and which type of content and communi-
cation provides support and help can be difficult at 
times, as it largely depends on the individual’s own 
experience and interpretation of the shared infor-
mation (Mok et al. 2016a; Bell et al. 2017).

Searching
for, taking part in 

and communicating 
about suicide 
methods can pose a
potential risk for 
some individuals, 
while others may 
experience relief 
when confronted with 
the reality of suicide
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Overall, studies on young suicidal individuals’ use of the Internet indicate 
that there are both risks and opportunities with this type of communica-
tion. The positive opportunities highlighted in the studies include the relief 
that can come with being able to communicate about this problematic topic 
in an online context that is perceived by many users as safe, non-judgmen-
tal and protected, compared to the corresponding opportunities in real life 
(Mok et al 2016a; Bell et al. 2017). This sense of relief seems to reduce the 
degree of suicidality in some users, at least temporarily (Harris et al. 2009). 
The experience of anonymity also appears to be important in this context 
(Carey et al. 2018). However, studies also show that users who are at a hig-
her risk of suicide and have previously attempted suicide use the Internet for 
destructive purposes to a greater extent and are more affected by negative 
exposure to harmful content (Sueiki 2013; Biddle et al. 2018).
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Suicidality linked to Internet 
addiction (IA) and problematic 
Internet use (PIU)
A number of studies have examined how an “excessive” use of the Internet 
can be linked to suicidality and suicide risk, or sometimes vice versa, how 
suicidality can be linked to excessive Internet use. The terms most com-
monly used to describe this phenomenon are “Internet addiction” (IA) and 
“problematic Internet use” (PIU). While the results of these studies point 
in slightly different directions, a majority indicate that there is a relation 
between the use of digital media and suicidality (e.g. Pan and Yeh 2018; Guo 
et al. 2018; Poorolajal et al. 2019; Gansner et al. 2019; Huang et al. 2020; Kim et 
al. 2020a). A literature review that included 42 studies investigating the pos-
sible relation between social media and suicidality and depression among 
young people indicated that, among other things, more than two hours of 
daily use of social media is linked to suicidal ideation and suicide attempts, 
and that the reading of online forums was generally associated with incre-
ased suicidal ideation over time (Vidal et al. 2020). A literature review by 
Swain et al. (2019) also indicates that suicidal behavior can be related to 
excessive use of social media. However, an extensive study dealing with time 
trends in high-income countries regarding suicide per 100,000 young people 
during the period 2000–2017 did not show any correlation between suicide 
rates and the use of social media (Padmanathan et al. 2020). Nor did the 
study find any correlation between the increase in the use of social media 
during the period studied and increases in suicidal behavior.

In summary, most studies on IA and PIU indicate that there is a relation 
between these issues and suicidality. However, there are questions about 
the direction in these relationships, that is, whether an “excessive” or “pro-
blematic” use of digital media (“automatically”) leads to an increased risk 
of suicide, or whether suicidal individuals use digital media to a greater 
extent than others for suicide-related communication. The answer to these 
questions is of crucial importance in the design and implementation of pre-
ventive measures. Furthermore, there is no clear definition of the meaning of 
“excessive” or “problematic” use in these studies. It is sometimes stated that 
it is a matter of exceeding a certain number of hours per day (e.g. Vidal et al. 
2020). There is also a lack of more detailed determinations of what types of 
digital media and applications the “abuse” refers to. Most studies use the 
very general terms “Internet” (e.g. Kuang et al. 2020) or “smartphones” (e.g. 
Kim et al. 2020b), sometimes slightly narrowed down to “social media” (e.g. 
Swain et al 2019), which makes it difficult to determine what specific type of 
activity and use that is actually measured. as it largely depends on the indi-
vidual’s own experience and interpretation of the shared information (Mok 
et al. 2016a; Bell et al. 2017).
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Suicide communication on 
social media, discussion forums 
and chats
Social media can be important platforms for suicide preventive communica-
tion as they can reach many people who may otherwise be difficult to reach 
(Robinson et al. 2014; Niederkrotenthaler et al. 2016). Good accessibility and 
anonymity encourage users to share personal information, including suici-
dal thoughts and feelings (Westerlund 2013; Yeo 2020). Other users can res-
pond to these messages and inform about suicide preventive resources, or 
provide direct help and support and intervene in the event of an immediate 
suicide risk or an ongoing suicide attempt (Wiggins et al. 2016). Having the 
opportunity to communicate about suicide-related issues with other users 
with similar experiences appears to be very important and can prevent sui-
cide, at least temporarily (Ozawa-de Silva, 2008, 2010; Ikunaga et al. 2013; 
Westerlund 2013).

However, social media can also have a negative impact 
in terms of suicide preventive interventions (Luxton 
et al. 2012; Robinson et al. 2014; Marchant et al. 2018; 
Guidry et al. 2020). Various digital forums where infor-
mation and discussions about suicide occur have contri-
buted to young individuals being increasingly exposed 
to suicidal behavior, which has been associated with an 
increase in suicidal ideation among participants (Dun-
lop et al. 2011). Some social media users tend to norma-
lize, glorify, encourage, or downplay suicidal behavior 
(Zdanow & Wright 2012; Westerlund et al. 2015; Trnka 
et al. 2018), which can contribute to social marginaliza-
tion of individuals at risk, imitation of suicidal behavior, 
and creation of destructive forums and communities 
for suicide communication (Bell 2007; Phillips & Mann 2019). Despite the 
sometime negative consequences, most studies indicate that the preventive 
potential of suicide-related communication on social forums and networks 
outweighs the risks (Franco-Martín et al. 2018).

Most studies 
indicate that the 

preventive potential 
of suicide-related 
communication on 
social forums and
networks outweighs 
the risks
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Imitation effects of suicide- 
related communication on 
social media
A number of studies have examined imitation effects (or “contagion effects”) 
regarding suicide-related communication on social media. In June 2018, two 
famous Americans took their lives, and a study compared the Twitter acti-
vity during the period before and after these events with the two months 
during which the Twitter activity about these people was at its highest 
(Sinyor et al. 2020 a). The Twitter activity was juxtaposed with national sui-
cide data from the US and the results showed that more people than expec-
ted died of suicide during the two months that the Twitter activity was at its 
highest (a 4.8 % increase compared to the expected number), and that han-
ging as suicide method increased significantly (the same method used by 
the two celebrities). However, in another study on the relationship between 
suicide-related events that received a lot of attention on Twitter and actual 
deaths by suicide, no such increase was discovered when compared to the 
control period (Sinyor et al. 2021).

Swedo et al. (2020) examined the relationship between social media and 
suicidal behavior during a period when communication was taking place 
among young people in a so-called suicide cluster in the US state of Ohio. 
Survey data from young people showed that 4.9 % had attempted sui-
cide during the period when the cluster was running, and among the stu-
dents who posted cluster-related posts on social media, 22.9 % had suicidal 
thoughts and 15 % had attempted suicide during the cluster. In a research 
review, Hawton et al. (2020) argue that suicide clusters are more common 
among young people and that social media is an important mechanism 
behind the spread of “suicide contagion”, but that social media also can be a 
way to reach out with information to young people at risk of suicide.
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Suicide-related crisis support 
and online helplines
The prevalence and scope of digital suicide prevention initiatives and resour-
ces has increased sharply over the past two decades. This includes suicide 
prevention and crisis intervention services (e.g. Mokkenstorm et al. 2016; 
Woodward & Wyllie 2016), support and self-help groups (e.g. Gilat & Sha-
har 2007), screening for suicide risk (e.g. Haas et al. 2018), e-learning (e.g. 
Ghoncheh et al. 2014) and mobile phone applications 
(Witt et al. 2017). Most digital resources and services 
can be accessed quickly and are not limited by physi-
cal or geographical barriers, and many are available 
around the clock (Lai et al. 2014). Organizations wor-
king on different types of suicide prevention activities 
have also used the digital social media space to share 
support and educational resources, to create suicide 
prevention networks and to aid individuals at risk of 
suicide (Luxton et al. 2012).

The digital sites and tools for suicide prevention often give users the 
opportunity for anonymity and confidentiality (Carli et al. 2012), which can 
counteract barriers to seeking help (e.g. shame and stigma). The possibi-
lity of anonymity can also lower inhibition (the “online disinhibition-ef-
fect”: Suler 2004) and facilitate communication and confidentiality. Writing 
posts can have a therapeutic effect and text-based communication can pro-
vide flexibility and a sense of control over how much a person wants to share 
about his or her suicide behavior (Lai et al. 2014).

However, online suicide prevention resources are associated with certain 
challenges (Lai et al. 2014). The increased and easy access to services and 
the possibilities for anonymity tend to create an informal environment that 
can also promote many “drop-outs” and that people “overuse” the resour-
ces, which can lead to a low efficiency of the efforts (Westerlund & Krysinska 
2021). There are also difficulties in creating and maintaining a therapeutic 
alliance with an online “helper”, as well as ethical issues related to the qua-
lity of online services, resources and interventions. The disinhibiting effect 
that anonymity has on online users can also lead to insults and hateful and 
threatening posts and comments (“flaming effect”), which can incite suici-
dal behavior in vulnerable individuals (Westerlund et al. 2015). Text-based 
communication also raises questions about safety and security, such as a 
delayed response to an acute crisis, limited opportunities to refer users fur-
ther and technical problems that can make communication difficult or com-
pletely interrupt it. There are also significant privacy issues related to the 
access, collection and sharing of personal online information (Pourmand et 
al. 2019).

Online suicide 
prevention 

resources are 
associated with 
certain challenges
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Suicide-related machine  
learning, screening, detection, 
monitoring and prediction
In recent years, numerous studies have been conducted 
where large amounts of posts and comments on social 
media have been screened and analyzed to detect and 
predict suicide risk, often using machine learning and 
algorithms (e.g. Aladağ et al. 2018; Vioules et al. 2018; 
Liu et al. 2020b; Ophir et al. 2020; Rabani et al. 2020). 
In three different studies, the aim was to extract and 
analyze data from social media containing suicide-re-
lated communication, using linguistic methods and 
machine learning and algorithms and then compare 
these data with suicide risk factors identified in pre-
vious research and by experts in the field (Grant et al. 
2018; Liu et al. 2020b; Rabani et al. 2020). These stu-
dies show strong correlation between previously iden-
tified suicide risks and what the algorithms identified. The algorithms are 
therefore well suited for large-scale extraction of suicide communication on 
social media. Coppersmith et al. (2018) conducted a study where “natural 
language processing” and “deep learning” were used to identify suicide risk 
in texts collected on social media. The results showed that the tested algo-
rithm had sufficient precision to also be used in clinical contexts.

Many studies thus indicate that today it is technically and methodolo-
gically possible to detect and predict harmful suicide-related communica-
tion on digital platforms, although further and in-depth studies are needed 
to adjust and calibrate the algorithms and “warning systems” that can be 
used to prevent suicide. A current systematic research review and meta-ana-
lysis of 87 studies evaluating the use of machine learning and AI to detect 
suicide risk also demonstrated a more than 90 percent accuracy for suicide 
risk detection (Bernert et al. 2020). However, the development of this type 
of mass detection and prediction raises many ethical and legal issues – such 
as the processing of personal data, privacy, security and safety – and the 
question is whether suicide-related monitoring of communication on social 
media can win acceptance from users. There is also a risk in screening social 
media for “high-risk individuals”, as it can cause suicidal individuals to per-
ceive it as risky to share their suicidal thoughts on social media, out of con-
cern that it could result in unwanted and forced help (Oexle et al. 2019).

Today it is 
technically and 

methodologically
possible to detect 
and predict harmful 
suicide-related 
communication
on digital platforms
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Summary and discussion
The purpose of this research review has been to describe and exemplify 

different types of suicide-related content and communication on digital 
platforms, with an emphasis on young people’s Internet use. Four more spe-
cific questions were posed in the introduction, which the summary below 
departs from.

Regarding the question of what risks and opportunities are associated 
with suicide-related Internet use, Marchant et al. (2018) examined the rela-
tionship between young people’s Internet use and suicidal behavior and 
self-harming behavior. The analysis consisted of a systematic review of 51 
research articles. In 19 of the articles the results were negative, in 15 they 
were positive, and in 17 of the articles both positive and negative results 
were reported. Taken together, these studies clarify the dual nature of online 
suicide-related communication: On the one hand, readily accessible suicidal 
and harmful online content can have both a normalizing and suicide-trigge-
ring effect on young vulnerable individuals. On the other hand, the opportu-
nities for suicide prevention measures and crisis intervention have increased 
significantly through digital development.

The research review also refers to studies that indicate that social media 
today is a central hub in terms of opportunities for suicide prevention mea-
sures, as it enables communication with large groups of people who may 
otherwise be difficult to reach (Robinson et al. 2014; Niederkrotenthaler et 
al. 2016). Social media is easily accessible and can provide a sense of ano-
nymity, which encourages users to share sensitive and private informa-
tion such as suicidal thoughts and feelings (Westerlund 2013; Yeo 2020). 
This allows other users to comment on these posts and suggest suicide pre-
ventive resources, or provide immediate help and 
support and intervene in the event of an immedi-
ate suicide risk or an ongoing suicide attempt (Wig-
gins et al. 2016). Being able to easily communi-
cate about suicidality with other users with similar 
experiences appears to be very important and can 
in some cases prevent suicidal behavior (Ozawa-de 
Silva, 2008, 2010; Ikunaga et al. 2013; Westerlund 
2013). However, the use of social media has also led 
to young individuals being increasingly exposed 
to suicidal behavior, which has been linked to an 
increase in suicidal thoughts among participants 
(Dunlop et al. 2011; Luxton et al. 2012; Robinson et al. 2014; Marchant et al. 
2018; Guidry et al. 2020). When communicating, users also tend to norma-
lize, glorify, encourage or downplay suicidal behavior (Zdanow & Wright 
2012; Westerlund et al. 2015; Trnka et al. 2018), which may contribute to 
increased social marginalization of individuals at risk, imitation of suicidal 

Social media
today is a 

central hub in terms 
of opportunities for 
suicide prevention 
measures
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behavior and creation of destructive forums and communities for suicide 
communication (Bell 2007; Phillips & Mann 2019). However, most studies 
show that suicide prevention opportunities on social media platforms still 
outweigh the risks (Franco-Martín et al. 2018).

A number of studies have also examined the relationship between “Inter-
net addiction” (IA), “problematic Internet use” (PIU) and the issue of sui-
cide, often with a focus on young Internet users (e.g. Pan & Yeh 2018; Guo et 
al. 2018; Kim et al. 2020a). Many of these studies indicate that such a relation 
exists (e.g. Swain et al. 2019; Vidal et al. 2020; Kuang et al. 2020). However, 
the very definition of “excessive” or “problematic” use of the Internet is 
questionable, as well as clear limitations for what types of digital media and 
applications “abuse” refers to.

The research review has also addressed the ques-
tion of how to identify suicide-related warning sig-
nals on the Internet. As early detection and treatment 
is considered the most effective way of preventing sui-
cide ideation and behavior, there are of course high 
hopes that new technologies such as machine lear-
ning, algorithms and AI can be powerful tools for sui-
cide prevention. Studies have used the Google Trends 
application to examine patterns and changes in sui-
cide-related activity on the Internet, and to compare 
these search volumes with suicide data to determine 
possible correlations (e.g. McCarthy 2010; Arendt 
2018; Chandler 2018; Lee 2020). Many of these studies 
show positive correlations and thereby also opportu-
nities to be able to predict suicidal behavior among Internet users. One chal-
lenge, however, is to be able to accurately determine which words and word 
combinations in the search volumes most clearly can predict variations in 
suicide rates. This probably requires in-depth knowledge of the linguistic, 
cultural and social factors that influence people’s search behaviors.

Also, new opportunities have been developed for detecting and predicting 
harmful suicide-related communication on digital platforms using machine 
learning and algorithms (e.g. Grant et al. 2018; Liu et al. 2020b; Rabani et al. 
2020; Ramírez-Cifuentes et al. 2020; Ophir et al. 2020). Overall, most stu-
dies presented in the research review indicate that this is technically and 
methodologically possible. A systematic research review and meta-analy-
sis of studies that evaluated the application of machine learning and algo-
rithms demonstrated a more than 90 percent accuracy for suicide risk detec-
tion (Bernert et al. 2020). If the detection of suicidality is followed up with 
proactive support and help, it also has the potential to increase the availa-
bility of preventive information for suicidal people with low motivation to 
seek other types of help (Liu et al. 2019). However, detection and prediction 
of suicide communication occurring on social media platforms is also pro-
blematic and raises many questions that are both ethical and legal in nature, 

New opportunities 
have been 

developed for detecting 
and predicting harmful 
suicide-related communi-
cation on digital platforms 
using machine learning 
and algorithms
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for example regarding the processing of personal data, integrity, security 
and safety. The question is whether this type of monitoring and collection 
of suicide-related communication on social media is defensible from a user 
perspective (Oexle et al. 2019).

The research review has also addressed existing examples of preventive 
measures online and how these could be developed. The question of how to 
best minimize potential negative effects and maximize preventive measures 
has been discussed since the 1990s (Mishara & Weisstub, 2007; Pirkis et al. 
2017), but clear proposals and guidelines on how to deal with suicide com-
munication through digital media are still lacking. One suggestion is to edu-
cate website providers and webmasters, but also website users themselves, 
on how to communicate safely about suicide on the Internet, (Maloney et al. 
2014; Pirkis et al. 2016). Improving the ranking of preventive websites using 
search engines can also help suicide prevention organizations and actors 
to increase their visibility and availability online, which can capture indi-
viduals who are at risk for suicide (Recupero et al. 2008; Pirkis et al. 2016). It 
has also been pointed out that it is important to inform and educate clinici-
ans and healthcare professionals about the effects that suicidal and harmful 
online content and communication can have on individuals at risk of suicide 
(Westerlund et al. 2012; Till och Niederkrotenthaler 2014; Mok et al. 2016a). 

The review also discussed that suicide prevention forums and applica-
tions online often offer users anonymity and confidentiality, which can 
counteract barriers to seeking help, and facilitate communication and trust 
(Suler 2004; Carli et al. 2012). Writing posts can have a therapeutic effect and 
text-based communication can provide flexibility and a sense of control over 
how much one wants to reveal about one’s problems (Lai et al. 2014). Suicide 
prevention help-lines and chats can provide temporary support to people 
who are in an acute suicide crisis, especially with regard to young vulnerable 
individuals who do not seek help in any other way (Westerlund & Krysin-
ska 2021). However, as suicide processes are often complex and develop over 
time (Sveticic & De Leo 2012), one should not expect that the limited support 
and advice given via chat or a text message can completely stop or reverse 
a suicide process (Mokkenstorm et al. 2016; Sindahl et al. 2018). Instead, 
the aim should be to reduce the imminent risk of suicide and to encourage 
people to seek help and more long-term counseling or psychotherapy (Sin-
dahl et al. 2018). Furthermore, studies have pointed to the importance of a 
clearer adaptation to the different needs and preferences of help seekers and 
a relevant training of volunteers and staff, and that end users participate in 
the development of these efforts (Jacobs et al. 2014; Reifels et al. 2018; Wes-
terlund & Krysinska 2021).

The research review has a special focus on young Internet users’ sui-
cide-related communication. Studies have shown that young users with 
serious suicide risk and experiences of previous suicide attempts show gre-
ater use of the Internet for destructive purposes and are more affected by 
negative exposure to harmful content (Sueiki 2013; Padmanathan et al. 2018). 
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They also search more frequently for potent suicide methods and informa-
tion on the subject, and avoid websites that contain preventive informa-
tion and communication. The degree of suicidality thus seems to affect how 
young individuals use the Internet, which can be important knowledge for 
clinics in their risk assessment, as well as in planning suicide preventive 
interventions (Biddle et al. 2018). A literature review also showed that sui-
cide clusters are more common among young people and that communica-
tion on social media can drive the spread of “suicide contagion” (Hawton et 
al. 2020). On the other hand, positive aspects are also emphasized in a num-
ber of studies, for example the relief of being able to communicate about 
the taboo and stigmatized topic of suicide in an online context that by many 
users is perceived as safe, non-judgmental and protected (Mok et al. 2016a, 
2016b; Bell et al. 2017). This relief appears to temporarily reduce the degree 
of suicidality in young users (Harris et al. 2009).

PH
O

TO
: S

H
U

TT
ER

ST
O

CK



23Suicide communication on digital platforms: A research review

References
Adams, R. (2019). Social media urged to take ‘moment to reflect’ after girl’s death. Retrieved 

10 May 2019 from https:// www. theguardian.com/ media/ 2019/ jan/ 30/ social- media- 
urged- totake- moment- to- reflectafter- girls- death.

Ahuja, A. K., Biesaga, K., Sudak, D. M., Draper, J. & Womble, A. (2014). Suicide on Facebook. 
Journal of Psychiatric Practice, 20, 141– 6.

Ambalavan, A. K., Moulahi, B., Azé, J., & Bringay, S. (2019). Unveiling Online Suicide Behavior: 
What Can We Learn About Mental Health from Suicide Survivors of Reddit? Stud Health 
Technol Inform, 264, 50–54. https://doi.org/10.3233/shti190181

Aladağ, A. E., Muderrisoglu, S., Akbas, N. B., Zahmacioglu, O., & Bingol, H. O. (2018). Detecting 
Suicidal Ideation on Forums: Proof-of-Concept Study. J Med Internet Res, 20(6), e215. 
https://doi.org/10.2196/jmir.9840

Ali, A., & Gibson, K. (2019). Young People’s Reasons for Feeling Suicidal An Analysis of Posts 
to a Social Media Suicide Prevention Forum. Crisis-the Journal of Crisis Intervention and 
Suicide Prevention, 40(6), 400–406. https://doi.org/10.1027/0227-5910/a000580

Anderson, M., & Jenkins, R. (2009). The role of the state and legislation in suicide prevention. 
The five continents perspective. In Oxford Textbook of Suicidology and Suicide 
Prevention. A Global Perspective (eds D Wasserman and C Wasserman): 373–81. Oxford 
University Press. 

Arendt, F. (2018). Suicide rates and information seeking via search engines: A cross-national 
correlational approach. Death Stud, 42(8), 508–512. https://doi.org/10.1080/07481187.2
017.1388305

Arendt, F. (2019). Suicide on Instagram - Content Analysis of a German Suicide-Related 
Hashtag. Crisis, 40(1), 36–41. https://doi.org/10.1027/0227-5910/a000529

Arendt, F., Scherr, S., & Romer, D. (2019). Effects of exposure to self-harm on social media: 
Evidence from a two-wave panel study among young adults. New Media & Society, 
21(11–12), 2422–2442. https://doi.org/10.1177/1461444819850106

Arendt, F., Haim, M., & Scherr, S. (2020). Investigating Google’s suicide-prevention efforts in 
celebrity suicides using agent-based testing: A cross-national study in four European 
countries. Soc Sci Med, 262, 112692. https://doi.org/10.1016/j.socscimed.2019.112692

Barak, A. (2007). Emotional support and suicide prevention through the Internet: A field 
project report. Computers in Human Behavior, 23(2), 971–984. https://doi.org/10.1016/j.
chb.2005.08.001

Barrett, J. R., Shetty, H., Broadbent, M., Cross, S., Hotopf, M., Stewart, R., & Lee, W. (2016). ‘He 
left me a message on Facebook’: comparing the risk profiles of self- harming patients 
who leave paper suicide notes with those who leave messages on new media. British 
Journal of Psychiatry Open, 2, 217– 20.

Baume, P. J. M., Cantor, C., & Rolfe, A. (1997). Cybersuicide: the role of interactive suicide notes 
on the Internet. Crisis, 18, 73– 9.

Baumeister, R. F. (1990). Suicide as escape from self. Psychological Review, 97, 90– 113.
Baumeister, R. F. & Leary, M. R. (1995). The need to belong: desire for interpersonal 

attachments as a fundamental human motivation. Psychological Bulletin, 117, 497– 529.
Beck, A.T., Brown, G., Berchick, R., Stewart, B. L., & Steer, R. A. (1990). Relationship between 

hopelessness and ultimate suicide: a replication with psychiatric outpatients. American 
Journal of Psychiatry, 147, 190– 5.

Becker, K. & Schmidt M. H. (2004). When kids seek help on- line: internet chat rooms and 
suicide. Journal of Child and Adolescent Psychiatry, 43, 246– 7.

Belfort, E., Mezzacappa, E., & Ginnis, K. (2012). Similarities and differences among adolescents 
who communicate suicidality to others via electronic versus other means: a pilot study. 
Adolescent Psychiatry, 2, 258– 62.

Bell, V. (2007). Online information, extreme communities and internet therapy: is the internet 
good for our mental health? Journal of Mental Health, 16, 445– 57.



24 Suicide communication on digital platforms: A research review

Bell, J., Mok, K., Gardiner, E., & Pirkis, J. (2017). Suicide-Related Internet Use Among Suicidal 
Young People in the UK: Characteristics of Users, Effects of Use, and Barriers to Offline 
Help-Seeking. Arch Suicide Res, 22(2), 263–277. https://doi.org/10.1080/13811118.2017.133
4609

Bernert, R. A., Hilberg, A. M., Melia, R., Kim, J. P., Shah, N. H., & Abnousi, F. (2020). 
Artificial Intelligence and Suicide Prevention: A Systematic Review of Machine 
Learning Investigations. Int J Environ Res Public Health, 17(16). https://doi.org/10.3390/
ijerph17165929

Berryman, C., Ferguson, C. J., & Negy, C. (2018). Social Media Use and Mental Health among 
Young Adults. Psychiatr Q, 89(2), 307–314. https://doi.org/10.1007/s11126-017-9535-6 

Biddle, L., Donovan, J., Hawton, K., Kapur, N., & Gunnell, D. (2008). Suicide and the 
internet. BMJ : British Medical Journal, 336(11), 800–802. https://doi.org/10.1136/
bmj.39525.442674.AD

Biddle, L., Derges, J., Mars, B., Heron, J., Donovan, J. L., Potokar, J., Piper, M., Wyllie, C., & 
Gunnell, D. (2016). Suicide and the internet: changes in the accessibility of suicide- 
related information between 2007 and 2014. Journal of Affective Disorder, 190, 370– 5.

Biddle, L., Derges, J., Goldsmith, C., Donovan, J. L., & Gunnell, D. (2018). Using the internet for 
suicide-related purposes: Contrasting findings from young people in the community 
and self-harm patients admitted to hospital. PLoS One, 13(5), e0197712. https://doi.
org/10.1371/journal.pone.0197712

 Biddle, L., Derges, J., Goldsmith, C., Donovan, J. L., & Gunnell, D. (2020). Online help for 
people with suicidal thoughts provided by charities and healthcare organisations: a 
qualitative study of users’ perceptions. Soc Psychiatry Psychiatr Epidemiol, 55(9), 1157–1166. 
https://doi.org/10.1007/s00127-020-01852-6

Biernesser, C., Sewall, C. J. R., Brent, D., Bear, T., Mair, C., & Trauth, J. (2020). Social Media Use 
and Deliberate Self-Harm Among Youth: A Systematized Narrative Review. Child Youth 
Serv Rev, 116. https://doi.org/10.1016/j.childyouth.2020.105054

Bojanic, L., Razum, J., & Gorski, I. (2021). Googling for suicide in Croatia: A mixed-methods 
study. Death Studies, 8. https://doi.org/10.1080/07481187.2021.1873458 

Brown, R. C., Bendig, E., Fischer, T., Goldwich, A. D., Baumeister, H., & Plener, P. L. (2019). 
Can acute suicidality be predicted by Instagram data? Results from qualitative and 
quantitative language analyses. PLoS One, 14(9), e0220623. https://doi.org/10.1371/
journal.pone.0220623

Brownlie, J. (2018). Looking out for each other online: Digital outreach, emotional surveillance 
and safe(r) spaces. Emotion Space and Society, 27, 60–67. https://doi.org/10.1016/j.
emospa.2018.02.001

Callison-Burch, V., Guadagno, J., & Davis, A. (2017). Facebook Newsroom: Building a Safer 
Community with New Suicide Prevention Tools. Retrieved 10 December 2018 from https:// 
newsroom.fb.com/ news/ 2017/ 03/ building- a- safer- community- with- new- 
suicideprevention- tools. 

Capron, D. W., Andel, R., Voracek, M., Till, B., Niederkrotenthaler, T., Bauer, B. W., Anestis, M. 
D., & Tran, U. S. (2021). Time‐series analyses of firearm‐related google searches and u.S. 
Suicide rates 2004–2016. Suicide and Life-Threatening Behavior. https://doi.org/http://
dx.doi.org/10.1111/sltb.12728

Card, C. (2018). Facebook Newsroom: How Facebook AI Helps Suicide Prevention. Retrieved 10 
December 2018 from https:// newsroom. fb.com/ news/ 2018/ 09/ inside- feed- suicide- 
prevention- and- ai.

Carey, J. L., Carreiro, S., Chapman, B., Nader, N., Chai, P. R., Pagoto, S., & Jake-Schoffman, 
D. E. (2018). SoMe and Self Harm: The use of social media in depressed and suicidal 
youth. Proc Annu Hawaii Int Conf Syst Sci, 2018, 3314–3319. https://doi.org/10.24251/
hicss.2018.420

Carli, V., Durkee, T., Wasserman, D., Hadlaczky, G., Despalins, R., Kramarz, E., Wasserman, 
C., Sarchiapone, M., Hoven, C., Brunner, R., & Kaess, M. (2012). The Association between 
Pathological Internet Use and Comorbid Psychopathology: A Systematic Review. 
Psychopathology, 46, 1 - 13. 



25Suicide communication on digital platforms: A research review

Carlyle, K. E., Guidry, J. P., Williams, K., Tabaac, A., & Perrin, P. B. (2018). Suicide conversations 
on Instagram™: contagion or caring? Journal of Communication in Healthcare, 11, 12– 18.

Chandler, V. (2018). Google and suicides: what can we learn about the use of internet to 
prevent suicides? Public Health, 154, 144–150. https://doi.org/10.1016/j.puhe.2017.10.016

Cheng, Y. S., Tseng, P. T., Lin, P. Y., Chen, T. Y., Stubbs, B., Carvalho, A. F., Wu, C. K., Chen, Y. W., 
& Wu, M. K. (2018). Internet Addiction and Its Relationship With Suicidal Behaviors: A 
Meta-Analysis of Multinational Observational Studies. J Clin Psychiatry, 79(4). https://doi.
org/10.4088/JCP.17r11761

 Choi, D. H., & Noh, G. Y. (2020). Associations Between Social Media Use and Suicidal Ideation 
in South Korea: Mediating Roles of Social Capital and Self-esteem. Health Commun, 
35(14), 1754–1761. https://doi.org/10.1080/10410236.2019.1663466 

Coppersmith, G., Leary, R., Crutchley, P., & Fine, A. (2018). Natural Language Processing 
of Social Media as Screening for Suicide Risk. Biomed Inform Insights, 10, 
1178222618792860. https://doi.org/10.1177/1178222618792860

Corbitt-Hall, D. J., Gauthier, J. M., Davis, M. T., & Witte, T. K. (2016). College students’ responses 
to suicidal content on social networking sites: an examination using a simulated Facebook 
newsfeed. Suicide and Life- Threatening Behavior, 46, 609– 24.

Corbitt-Hall, D. J., Gauthier, J. M., & Troop-Gordon, W. (2018). Suicidality disclosed online: 
using a simulated Facebook task to identify predictors of support giving to friends at risk 
of self- harm. Suicide and Life- Threatening Behavior, 49, 598– 613.

D’Hulster, N., & Van Heeringen, C. (2006). Cyber- suicide: the role of the internet in suicidal 
behaviour. A case study. Tijdschr Psychiatr, 48, 803– 7.

Dodemaide, P., Joubert, L., Merolli, M., & Hill, N. (2019). Exploring the Therapeutic and 
Nontherapeutic Affordances of Social Media Use by Young Adults with Lived Experience 
of Self-Harm or Suicidal Ideation: A Scoping Review. Cyberpsychol Behav Soc Netw, 22(10), 
622–633. https://doi.org/10.1089/cyber.2018.0678

Drexler, M. (2013). Crisis chat: providing chat- based emotional support. In: B Mishara B and 
AJFM Kerkhof (eds), Suicide Prevention and New Technologies: Evidence- Based Practice, pp. 
96– 110. Palgrave Macmillan, Basingstoke.

Du, J. C., Zhang, Y. Y., Luo, J. H., Jia, Y. X., Wei, Q., Tao, C., & Xu, H. (2018). Extracting psychiatric 
stressors for suicide from social media using deep learning. Bmc Medical Informatics and 
Decision Making, 18. https://doi.org/10.1186/s12911-018-0632-8

Dunlop, S. M., More, E., & Romer, D. (2011). Where do youth learn about suicides on the 
Internet, and what influence does this have on suicidal ideation? Journal of Child 
Psychology and Psychiatry, 52, 1073– 80.

Duplaga, M., & Szulc, K. (2019). The Association of Internet Use with Wellbeing, Mental Health 
and Health Behaviours of Persons with Disabilities. Int J Environ Res Public Health, 16(18). 
https://doi.org/10.3390/ijerph16183252

Eriksen, C. U., Konradsen, F., & Vildekilde, T. (2020). Searching Online for Methods of Suicide. 
Crisis, 1–8. https://doi.org/10.1027/0227-5910/a000701

Fahey, R. A., Matsubayashi, T., & Ueda, M. (2018). Tracking the Werther Effect on social media: 
Emotional responses to prominent suicide deaths on twitter and subsequent increases in 
suicide. Soc Sci Med, 219, 19–29. https://doi.org/10.1016/j.socscimed.2018.10.004

Franco-Martín, M. A., Muñoz-Sánchez, J. L., Sainz-de-Abajo, B., Castillo-Sánchez, 
G., Hamrioui, S., & de la Torre-Díez, I. (2018). A Systematic Literature Review of 
Technologies for Suicidal Behavior Prevention. J Med Syst, 42(4), 71. https://doi.
org/10.1007/s10916-018-0926-5

Fratini, A., Hemer, S. R., Annamaria, F., & Hemer, S. R. (2020). Broadcasting Your Death 
Through Livestreaming: Understanding Cybersuicide Through Concepts of Performance. 
Cult Med Psychiatry, 44(4), 524–543. https://doi.org/http://dx.doi.org/10.1007/s11013-
020-09671-9

Fu, K. W., Cheng, Q., Wong, P. W., & Yip, P. S. (2013). Responses to a self-presented suicide 
attempt in social media: A social network analysis. Crisis, 34(6), 406–412.



26 Suicide communication on digital platforms: A research review

Gansner, M., Belfort, E., Cook, B., Leahy, C., Colon-Perez, A., Mirda, D., & Carson, N. (2019). 
Problematic Internet Use and Associated High-Risk Behavior in an Adolescent Clinical 
Sample: Results from a Survey of Psychiatrically Hospitalized Youth. Cyberpsychol Behav 
Soc Netw, 22(5), 349–354. https://doi.org/10.1089/cyber.2018.0329

Ghoncheh, R., Koot, H. M., & Kerkhof, A. J. F. M. (2014). Suicide prevention E-learning 
modules designed for gatekeepers: A descriptive review. Crisis, 35(3), 176–185. https://doi.
org/10.1027/0227-5910/a000249

Gilat, I., & Shahar, G. (2007). Emotional first aid for a suicide crisis: comparison between 
Telephonic hotline and internet. Psychiatry: Interpersonal and Biological Processes, 70, 12– 
18.

 Gosselink, M. J., Siegel, A. M., Suk, E., & Giltay, E. J. (2012). A case of “cybersuicide” attempt 
using chloroform. Gen Hosp Psychiatry, 34(4), e7–e8. http://ovidsp.ovid.com/ovidweb.
cgi?T=JS&CSC=Y&NEWS=N&PAGE=fulltext&D=psyc7&AN=2012-17034-002

 Grant, R. N., Kucher, D., León, A. M., Gemmell, J. F., Raicu, D. S., & Fodeh, S. J. (2018). Automatic 
extraction of informal topics from online suicidal ideation. BMC Bioinformatics, 19(Suppl 
8), 211. https://doi.org/10.1186/s12859-018-2197-z

Guidry, J. P. D., O’Donnell, N. H., Miller, C. A., Perrin, P. B., & Carlyle, K. E. (2020). Pinning 
Despair and Distress - Suicide-Related Content on Visual Social Media Platform 
Pinterest. Crisis, 1–8. https://doi.org/10.1027/0227-5910/a000719

Gunnell, D., Derges, J., Chang, S-S., & Biddle, L. A. (2015). Searching for suicide methods: 
Accessibility of information about helium as a method of suicide on the Internet. Crisis, 
36(5), 325-331. https://doi.org/10.1027/0227-5910/a000326 

Guo, L., Luo, M., Wang, W. X., Huang, G. L., Xu, Y., Gao, X., Lu, C. Y., & Zhang, W. H. 
(2018). Association between problematic Internet use, sleep disturbance, and 
suicidal behavior in Chinese adolescents. J Behav Addict, 7(4), 965–975. https://doi.
org/10.1556/2006.7.2018.115

Haas, A., Koestner, B., & Rosenberg J, et al. (2008). An interactive webbased method of 
outreach to college students at risk for suicide. Journal of American College Health, 57, 15– 
22.

Hagihara, A., Miyazaki, S., & Abe, T. (2012). Internet suicide searches and the incidence of 
suicide in young people in Japan. European Archives of Psychiatry and Clinical Neuroscience, 
262(1), 39–46. https://doi.org/10.1007/s00406-011-0212-8

Harris, K. M., McLean, J. P., & Sheffield, J. (2009). Examining suicide- risk individuals who go 
online for suicide- related purposes. Archives of Suicide Research, 13, 264– 76.

Hawton, K., Hill, N. T. M., Gould, M., John, A., Lascelles, K., & Robinson, J. (2020). Clustering of 
suicides in children and adolescents. Lancet Child Adolesc Health, 4(1), 58–67. https://doi.
org/10.1016/s2352-4642(19)30335-9

Huang, Y., Xu, L., Mei, Y., Wei, Z., Wen, H., & Liu, D. (2020). Problematic Internet use and the 
risk of suicide ideation in Chinese adolescents: A cross-sectional analysis. Psychiatry Res, 
290, 112963. https://doi.org/10.1016/j.psychres.2020.112963

Ikunaga, A., Nath, S. R., & Skinner, K. A. (2013). Internet suicide in Japan: a qualitative content 
analysis of a suicide bulletin board. Transcultural Psychiatry, 50, 280– 302.

Ismail, W. S. W., Sim, S. T., Tan, K. A., Bahar, N., Ibrahim, N., Mahadevan, R., Jaafar, N. R. N., 
Baharudin, A., & Aziz, M. A. (2020). The relations of internet and smartphone addictions 
to depression, anxiety, stress, and suicidality among public university students in Klang 
Valley, Malaysia. Perspectives in Psychiatric Care, 56(4), 949–955. https://doi.org/10.1111/
ppc.12517

Jacob, N., Scourfield, J. & Evans, R. (2014). Suicide prevention via the internet. Crisis, 35, 261– 7. 
Jashinsky, J., Burton, S. H., Hanson, C. L., West, J., Giraud-Carrier, C., Barnes, M. D., & Argyle, T. 

(2014). Tracking suicide risk factors through Twitter in the US. Crisis, 35(Pagination), 51–59. 
https://doi.org/10.1027/0227-5910/a000234

Jasso-Medrano, J. L., & Lopez-Rosales, F. (2018). Measuring the relationship between 
social media use and addictive behavior and depression and suicide ideation among 
university students. Computers in Human Behavior, 87, 183–191. https://doi.org/10.1016/j.
chb.2018.05.003



27Suicide communication on digital platforms: A research review

Ji, S. X., Yu, C. P., Fung, S. F., Pan, S. R., & Long, G. D. (2018). Supervised Learning for 
Suicidal Ideation Detection in Online User Content. Complexity. https://doi.
org/10.1155/2018/6157249

Jimenez, A., Santed-Germán, M. A., & Ramos, V. (2020). Google Searches and Suicide Rates in 
Spain, 2004-2013: Correlation Study. JMIR Public Health Surveill, 6(2), e10919. https://doi.
org/10.2196/10919

Joiner, T. (2005). Why People Die by Suicide. Harvard University Press, Cambridge, MA. 
Kemp, C. G., & Collings, C. C. (2011). Hyperlinked suicide assessing the prominence and 

accessibility of suicide websites. Crisis, 32, 143– 51. 
Kaess, M., Durkee, T., Brunner, R., Carli, V., Parzer, P., Wasserman, C., Sarchiapone, M., Hoven, 

C., Apter, A., Balazs, J., Balint, M., Bobes, J., Cohen, R., Cosman, D., Cotter, P., Fischer, 
G., Floderus, B., Iosue, M., Haring, C., … Wasserman, D. (2014). Pathological Internet 
use among European adolescents: psychopathology and self-destructive behaviours. 
European Child & Adolescent Psychiatry, 23(11), 1093–1102. https://doi.org/10.1007/
s00787-014-0562-7

Kim, K. M., Kim, H., Choi, J. W., Kim, S. Y., & Kim, J. W. (2020a). What Types of Internet Services 
Make Adolescents Addicted? Correlates of Problematic Internet Use. Neuropsychiatr Dis 
Treat, 16, 1031–1041. https://doi.org/10.2147/ndt.S247292

 Kim, H., Cho, M. K., Ko, H., Yoo, J. E., & Song, Y. M. (2020b). Association between Smartphone 
Usage and Mental Health in South Korean Adolescents: The 2017 Korea Youth Risk 
Behavior Web-Based Survey. Korean J Fam Med, 41(2), 98–104. https://doi.org/10.4082/
kjfm.18.0108

King, C. A., Eisenberg, D., Zheng, K., Czyz, E., Kramer, A., Horwitz, A., & Chermack, S. (2015). 
Online suicide risk screening and intervention with college students: A pilot randomized 
controlled trial. Journal of Consulting and Clinical Psychology, 83(3), 630–636. https://doi.
org/10.1037/a0038805

Kingsbury, M., Reme, B. A., Skogen, J. C., Sivertsen, B., Overland, S., Cantor, N., Hysing, M., 
Petrie, K., & Colman, I. (2021). Differential associations between types of social media 
use and university students’ non-suicidal self-injury and suicidal behavior. Computers in 
Human Behavior, 115, 6. https://doi.org/10.1016/j.chb.2020.106614

Krysinska, K., & Andriessen, K. (2010). On- line support and resources for people bereaved 
through suicide: what is available? Suicide and Life- Threatening Behavior, 40, 640– 50. 

Krysinska, K., &Andriessen, K. (2015). Online memorialization and grief after suicide: an 
analysis of suicide memorials on the internet. Omega: Journal of Death and Dying, 71, 19– 
47. 

Krysinska, K., & Andriessen, K. (2017). Online suicide bereavement and support. In: K 
Andriessen, K Krysinska, O Grad (eds), Postvention in Action. The International Handbook 
of Suicide Bereavement Support, pp. 197– 211. Hogrefe Publishing, Boston, MA. 

Krysinska, K., Westerlund, M., Niederkrotenthaler, T., Andriessen, K., Carli, V., Hadlaczky, G., 
Till, B., & Wasserman, D. (2017). A mapping study on the internet and suicide. Crisis, 
38(4), 217-226. https://doi.org/10.1027/0227-5910/a000444

Kuang, L., Wang, W., Huang, Y., Chen, X., Lv, Z., Cao, J., Ai, M., & Chen, J. (2020). Relationship 
between Internet addiction, susceptible personality traits, and suicidal and self-harm 
ideation in Chinese adolescent students. J Behav Addict, 9(3), 676–685. https://doi.
org/10.1556/2006.2020.00032

Lai, M. H., Maniam, T., Chan, L. F., & Ravindran, A. V. (2014). Caught in the web: A review of 
web-based suicide prevention. Journal of Medical Internet Research, 16(1), e30. https://doi.
org/10.2196/jmir.2973

 Lee, J. Y. (2020). Search trends preceding increases in suicide: A cross-correlation study of 
monthly Google search volume and suicide rate using transfer function models. J Affect 
Disord, 262, 155–164. https://doi.org/10.1016/j.jad.2019.11.014 

Lee, J., Ahn, J. S., Min, S., & Kim, M. H. (2020). Psychological Characteristics and Addiction 
Propensity According to Content Type of Smartphone Use. Int J Environ Res Public Health, 
17(7). https://doi.org/10.3390/ijerph17072292



28 Suicide communication on digital platforms: A research review

Lee, S. Y., & Kwon, Y. (2018). Twitter as a place where people meet to make suicide pacts. 
Public Health, 159, 21–26. https://doi.org/10.1016/j.puhe.2018.03.001

Lester, D. (2008). The use of the Internet for counseling the suicidal individual: possibilities 
and drawbacks. Omega: Journal of Death and Dying, 58, 233– 50.

Lester, D. (2012b). The effectiveness of suicide prevention and crisis intervention services. 
In: D Lester and JR Rogers (eds), Crisis Intervention and Counseling by Telephone and the 
Internet, 3rd edn, pp. 411– 21. Charles Thomas, Springfield, Il.

Li, A., Huang, X. X., & Zhu, T. S. (2018). A systematic analysis of online broadcasts of suicidality 
in China. Asia-Pacific Psychiatry, 10(3). https://doi.org/10.1111/appy.12302

Li, A., Jiao, D., Liu, X., Sun, J., & Zhu, T. (2019). A Psycholinguistic Analysis of Responses to 
Live-Stream Suicides on Social Media. Int J Environ Res Public Health, 16(16). https://doi.
org/10.3390/ijerph16162848 

Linehan M. M. (1993). Cognitive-Behavioural Treatment of Borderline Personality Disorder. 
Guilford Press, New York.

Lindgren, S. (2017). Digital Media & Society. SAGE Publications, Thousand Oaks, CA.
Liu, X., Liu, X., Sun, J., Yu, N. X., Sun, B., Li, Q., & Zhu, T. (2019). Proactive Suicide Prevention 

Online (PSPO): Machine Identification and Crisis Management for Chinese Social Media 
Users With Suicidal Thoughts and Behaviors. J Med Internet Res, 21(5), e11705. https://doi.
org/10.2196/11705 

Liu, X. Y., Huang, J. S., Yu, N. X., Li, Q., & Zhu, T. S. (2020a). Mediation Effect of Suicide-Related 
Social Media Use Behaviors on the Association Between Suicidal Ideation and Suicide 
Attempt: Cross-Sectional Questionnaire Study. Journal of Medical Internet Research, 22(4). 
https://doi.org/10.2196/14940 

Liu, D. X., Fu, Q., Wan, C. X., Liu, X. P., Jiang, T. J., Liao, G. Q., Qiu, X. Q., & Liu, R. Q. (2020b).  
Suicidal Ideation Cause Extraction From Social Texts. Ieee Access, 8, 169333–169351. 
https://doi.org/10.1109/access.2020.3019491 

Lopez-Agudo, L. A. (2020). The association between internet searches and suicide in Spain. 
Psychiatry Res, 291, 113215. https://doi.org/10.1016/j.psychres.2020.113215

Luo, J. H., Du, J. C., Tao, C., Xu, H., & Zhang, Y. Y. (2020). Exploring temporal suicidal behavior 
patterns on social media: Insight from Twitter analytics. Health Informatics Journal, 26(2), 
738–752. https://doi.org/10.1177/1460458219832043 

Luxton, D. D., June, J. D., & Fairall, J. M. (2012). Social media and suicide: a public health 
perspective. American Journal of Public Health, 102, S195– S200.

Maloney, J., Pfuhlmann, B., Arensman, E., Coffey, C., Gusmão, R., Poštuvan, V., Scheerder, G., 
Sisask, M., van der Feltz-Cornelis, C. M., Hegerl, U., & Schmidtke, A. (2014). How to adjust 
media recommendations on reporting suicidal behavior to new media developments. 
Archives of Suicide Research, 18, 156– 69. 

Marchant, A., Hawton, K., Stewart, A., Montgomery, P., Singaravelu, V., Lloyd, K., Purdy, N., 
Daine, K., & John, A. (2018). A systematic review of the relationship between internet use, 
self-harm and suicidal behaviour in young people: The good, the bad and the unknown 
(vol 12, e0181722, 2017). PLoS One, 13(3). https://doi.org/10.1371/journal.pone.0193937

Marhan, A. M., Saucan, D., Popa, C., & Danciu, B. (2012). Searching internet: a report on 
accessibility, nature, and quality of suicide- related information. Procedia— Social and 
Behavioral Sciences, 33, 373– 7. 

Mars, B., Heron, J., Biddle, L., Donovan, J. L., Holley, R., Piper, M., Potokar, J., Wyllie, C., & 
Gunnell, D. (2015). Exposure to, and searching for, information about suicide and self- 
harm on the Internet: prevalence and predictors in a population based cohort of young 
adults. Journal of Affective Disorders, 185, 239– 45.

McCarthy, M. J. (2010). Internet monitoring of suicide risk in the population. Journal of Affective 
Disorders, 122(3), 277–279. https://doi.org/10.1016/j.jad.2009.08.015

Melia, R., Francis, K., Hickey, E., Bogue, J., Duggan, J., O’Sullivan, M., & Young, K. (2020). Mobile 
Health Technology Interventions for Suicide Prevention: Systematic Review. JMIR Mhealth 
Uhealth, 8(1), e12516. https://doi.org/10.2196/12516



29Suicide communication on digital platforms: A research review

Mehlum, L. (2000). The internet, suicide, and suicide prevention. 
Crisis, 21(4), 186–188. http://ovidsp.ovid.com/ovidweb.
cgi?T=JS&CSC=Y&NEWS=N&PAGE=fulltext&D=emed5&AN=11419530

 Memon, A. M., Sharma, S. G., Mohite, S. S., & Jain, S. (2018). The role of online social 
networking on deliberate self-harm and suicidality in adolescents: A systematized review 
of literature. Indian J Psychiatry, 60(4), 384–392. https://doi.org/10.4103/psychiatry.
IndianJPsychiatry_414_17

Minkkinen, J., Oksanen, A., Kaakinen, M., Keipi, T., Räsänen, P. (2016). Victimization and 
Exposure to Pro-Self-Harm and Pro-Suicide Websites: A Cross-National Study. Suicide 
Life Threat Behav. (1):14-26. doi: 10.1111/sltb.12258

Mishara, B. L., & Weisstub, D. N. (2007). Ethical, legal and practical issues in the control 
and regulation of suicide promotion and assistance over the internet. Suicide and Life- 
Threatening Behaviour, 37, 58– 65. 

Mishara, B. L. & Côté, L. P. (2013). Suicide Prevention and New Technologies: Towards 
Evidence Based Practice. In Mishara B.L., Kerkhof A.J.F.M. (eds) Suicide Prevention and New 
Technologies. Palgrave Macmillan, London. https://doi.org/10.1057/9781137351692_1

Mishara, B. L. & Weisstub, D. N. (2016). The legal status of suicide: a global review. International 
Journal of Law and Psychiatry, 44, 54– 74. 

Mok, K., Ross, A. M., Jorm, A. F. & Pirkis, J. (2016a). An Analysis of the Content and Availability 
of Information on Suicide Methods Online. Journal Of Consumer Health On The Internet, 
20(1-2), pp. 41-51. doi:10.1080/15398285.2016.1167579

Mok, K., Jorm, A. F., & Pirkis, J. (2016b). Who Goes Online for Suicide-Related Reasons?. Crisis, 
37(2), 112–120. https://doi.org/10.1027/0227-5910/a000366

Mokkenstorm, J., Huisman, A., Kerkhof, A. J., & Smit, J. H. (2013). Results and experiences of 
113Online, a comprehensive Dutch online suicide prevention platform. In: B. L. Mishara 
and A. J. F. M. Kerkhof (eds), Suicide Prevention and New Technologies: Evidence- Based 
Practice, pp. 123– 49. Palgrave Macmillan, Basingstoke.

Mokkenstorm, J. K., Eikelenboom, M., Huisman, A., et al. (2016). Evaluation of the 113Online 
suicide prevention crisis chat service: outcomes, helper behaviors and comparison to 
telephone hotlines. Suicide and Life- Threatening Behavior, 47, 282– 96.

Mokkenstorm, J. K., Mérelle, S. Y. M., Smit, J. H., Beekman, A. T. F., Kerkhof, A., Huisman, A., & 
Gilissen, R. (2020). Exploration of Benefits and Potential Harmful Effects of an Online 
Forum for Visitors to the Suicide Prevention Platform in The Netherlands. Crisis, 41(3), 
205–213. https://doi.org/10.1027/0227-5910/a000627

Nesi, J., Burke, T. A., Lawrence, H. R., MacPherson, H. A., Spirito, A., & Wolff, J. C. (2021). Online 
Self-Injury Activities among Psychiatrically Hospitalized Adolescents: Prevalence, 
Functions, and Perceived Consequences. Res Child Adolesc Psychopathol. https://doi.
org/10.1007/s10802-020-00734-4

Niederkrotenthaler, T., Gould, M., Sonneck, G., Stack, S., & Till, B. (2016). Predictors of 
psychological improvement on non- professional suicide message boards: content 
analysis. Psychological Medicine, 46, 3429– 42.

Niederkrotenthaler, T., & Till, B. (2019). Types of Stressors on Nonprofessional Against-Suicide 
and Pro-Suicide Message Boards. Crisis, 40(4), 257–264. https://doi.org/10.1027/0227-
5910/a000562

Niederkrotenthaler, T., Till, B., & Garcia, D. (2019). Celebrity suicide on Twitter: Activity, 
content and network analysis related to the death of Swedish DJ Tim Bergling alias Avicii. 
J Affect Disord, 245, 848–855. https://doi.org/10.1016/j.jad.2018.11.071

Niederkrotenthaler, T., Schacherl, R., & Till, B. (2020). Communication about suicide in 
YouTube videos: Content analysis of German-language videos retrieved with method-
and help-related search terms. Psychiatry Res, 290, 113170. https://doi.org/10.1016/j.
psychres.2020.113170

Niezen, R. (2013). Internet suicide: communities of affirmation and the lethality 
of communication. Transcultural Psychiatry, 50(2), 303–322. https://doi.
org/10.1177/1363461512473733



30 Suicide communication on digital platforms: A research review

Obar, J. A., & Wildman, S. (2015). Social media definition and the governance challenge: an 
introduction to the special issue. Telecommunications Policy, 39, 745– 50.

Oexle, N., Niederkrotenthaler, T., & DeLeo, D. (2019). Emerging trends in suicide 
prevention research. Curr Opin Psychiatry, 32(4), 336–341. https://doi.org/10.1097/
yco.0000000000000507

O’Dea, B., Achilles, M. R., Larsen, M. E., Batterham, P. J., Calear, A. L., & Christensen, H. (2018). 
The rate of reply and nature of responses to suicide-related posts on Twitter. Internet 
Interv, 13, 105–107. https://doi.org/10.1016/j.invent.2018.07.004

Ophir, Y., Tikochinski, R., Asterhan, C. S. C., Sisso, I., & Reichart, R. (2020). Deep neural 
networks detect suicide risk from textual facebook posts. Sci Rep, 10(1), 16685. https://doi.
org/10.1038/s41598-020-73917-0 

Ozawa-De Silva, C. (2008). Too lonely to die alone: Internet suicide pacts and existential 
suffering in Japan. Culture, Medicine and Psychiatry, 32(4), 516–551. https://doi.
org/10.1007/s11013-008-9108-0

Ozawa-De Silva, C. (2010). Shared death: self, sociality and internet group suicide in Japan. 
Transcultural Psychiatry, 47(3), 392–418. https://doi.org/10.1177/1363461510370239

Padmanathan P, Biddle L, Carroll R, Derges J, Potokar J, Gunnell D (2018). Suicide and self- 
harm related Internet use: a cross- sectional study and clinician focus groups. Crisis, 39, 
469– 78.

Padmanathan, P., Bould, H., Winstone, L., Moran, P., & Gunnell, D. (2020). Social media 
use, economic recession and income inequality in relation to trends in youth suicide in 
high-income countries: a time trends analysis. J Affect Disord, 275, 58–65. https://doi.
org/10.1016/j.jad.2020.05.057

Pan, P. Y., & Yeh, C. B. (2018). Internet Addiction among Adolescents May Predict Self-Harm/
Suicidal Behavior: A Prospective Study. J Pediatr, 197, 262–267. https://doi.org/10.1016/j.
jpeds.2018.01.046

Pauwels, K., Aerts, S., Muijzers, E., De Jaegere, E., van Heeringen, K., & Portzky, G. (2017). 
BackUp: development and evaluation of a smart- phone application for coping with 
suicidal crises. PLoS One, 12, e0178144.

Phillips, J. G., & Mann, L. (2019). Suicide baiting in the internet era. Computers in Human 
Behavior, 92, 29–36. https://doi.org/10.1016/j.chb.2018.10.027

Phillips, J. G., Diesfeld, K., & Mann, L. (2019). Instances of online suicide, the law and potential 
solutions. Psychiatr Psychol Law, 26(3), 423–440. https://doi.org/10.1080/13218719.2018.
1506719

Picardo, J., McKenzie, S. K., Collings, S., & Jenkin, G. (2020). Suicide and self-harm content 
on Instagram: A systematic scoping review. PLoS One, 15(9), e0238603. https://doi.
org/10.1371/journal.pone.0238603

Pirkis, J., Neal, L., Dare, A., Blood, R. W., & Studdert, D. (2009). Legal bans on pro- suicide web 
sites: an early retrospective from Australia. Suicide and Life- Threatening Behavior, 39, 190– 
3. 

Pirkis, J., Mok, K., Robinson, J., & Nordentoft, M. (2016). Media influences on suicidal thoughts 
and behaviors. In: J Pirkis and R O’Connor (eds), The International Handbook of Suicide 
Prevention: Research, Policy and Practice, pp. 743– 57. John Wiley & Sons, Ltd, Chichester. 

Pirkis, J., Mok, K., & Robinson, J. (2017). Suicide and newer media: the good, the bad, and 
the googly. In: T Niederkrotenthaler and S Stack (eds), Media and Suicide: International 
Perspectives on Research, Theory, and Policy, pp. 87– 98. Routledge, New York. 

Poorolajal, J., Ahmadpoor, J., Mohammadi, Y., Soltanian, A. R., Asghari, S. Z., & Mazloumi, 
E. (2019). Prevalence of problematic internet use disorder and associated risk factors 
and complications among Iranian university students: a national survey. Health Promot 
Perspect, 9(3), 207–213. https://doi.org/10.15171/hpp.2019.29

Pourmand, A., Roberson, J., Caggiula, A., Monsalve, N., Rahimi, M., & Torres-Llenza, V. 
(2019). Social Media and Suicide: A Review of Technology-Based Epidemiology and 
Risk Assessment. Telemed J E Health, 25(10), 880–888. https://doi.org/10.1089/
tmj.2018.0203



31Suicide communication on digital platforms: A research review

Rabani, S. T., Khan, Q. R., & Khanday, A. (2020). Detection of Suicidal Ideation on Twitter 
using Machine Learning & Ensemble Approaches. Baghdad Science Journal, 17(4), 1328–
1339. https://doi.org/10.21123/bsj.2020.17.4.1328 

Radio Free Europe (2012). Russian Duma passes bill on ‘website blacklist’ in final reading. 
Retrieved 10 December 2018 from https:// www.rferl.org/ a/ russia- passes- internet- bill/ 
24642146.html. 

Ramírez-Cifuentes, D., Freire, A., Baeza-Yates, R., Puntí, J., Medina-Bravo, P., Velazquez, D. 
A., Gonfaus, J. M., & Gonzàlez, J. (2020). Detection of Suicidal Ideation on Social Media: 
Multimodal, Relational, and Behavioral Analysis. J Med Internet Res, 22(7), e17758. https://
doi.org/10.2196/17758 

Recupero, P. R., Harms, S. E., Noble, J. M. (2008). Googling suicide: surfing for suicide 
information on the Internet. J Clin Psychiatry, 13, e1–e11.

Reifels, L., Ftanou, M., Krysinska, K., Machlin, A., Robinson, J., & Pirkis, J. (2018). Research 
priorities in suicide prevention: review of Australian research from 2010– 2017 highlights 
continued need for intervention research. International Journal of Environmental Research 
and Public Health, 15, 807. 

Robinson, J., Hetrick, S., Cox, G., Bendall, S., Yuen, H. P., Yung, A., & Pirkis, J. (2014). Can an 
Internet-based intervention reduce suicidal ideation, depression and hopelessness 
among secondary school students: results from a pilot study. Early Intervention in 
Psychiatry, 1–8. https://doi.org/10.1111/eip.12137

Robinson, J., Hill, N., Thorn, P., Teh, Z., Battersby, R., & Reavley, N. (2018). #chatsafe: A Young 
Person’s Guide for Communicating Safely Online About Suicide. Orygen, The National Centre 
of Excellence in Youth Mental Health, Melbourne. 

Roy, A., Nikolitch, K., McGinn, R., Jinah, S., Klement, W., & Kaminsky, Z. A. (2020). A machine 
learning approach predicts future risk to suicidal ideation from social media data. NPJ Digit 
Med, 3, 78. https://doi.org/10.1038/s41746-020-0287-6 

Rudd, M. D., Trotter, D. R. M., & Williams, B. (2009). Psychological theories of suicidal 
behaviour. In: D Wasserman and C Wasserman (eds), Oxford Textbook of Suicidology and 
Suicide Prevention. A Global Perspective, pp. 159– 64. Oxford University Press, Oxford. 

Ruder, T. D., Hatch, G. M., Ampanozi, G., Thali, M. J., & Fischer, N. (2011). Suicide 
announcement on Facebook. Crisis, 32, 280– 2.

Sakarya D, Güneş C, Sakarya A (2013). Googling suicide: evaluation of websites according to 
the content associated with suicide. Turkish Journal of Psychiatry, 24, 44– 8. 

Sedgwick, R., Epstein, S., Dutta, R., & Ougrin, D. (2019). Social media, internet use and suicide 
attempts in adolescents. Curr Opin Psychiatry, 32(6), 534–541. https://doi.org/10.1097/
yco.0000000000000547 

Shen, Y. M., Meng, F. C., Xu, H. M., Li, X., Zhang, Y. R., Huang, C. X., Luo, X. R., & Zhang, X. Y. 
(2020). Internet addiction among college students in a Chinese population: Prevalence, 
correlates, and its relationship with suicide attempts. Depression and Anxiety, 37(8), 
812–821. https://doi.org/10.1002/da.23036

Shneidman, E. S. (1993). Definitions of Suicide. Wiley, New York.
Shneidman, E. S. (1998). Perspectives on suicidology: further reflections on suicide and 

psychache. Suicide & Life- Threatening Behavior, 28, 245– 50.
Sindahl, T. N., Côte, L. P., Dargis, L., Mishara, B. L., & Jensen, T. B. (2018). Texting for help: 

processes and impact of text counseling with children and youth with suicide ideation. 
Suicide and Life- Threatening Behavior, 49, 1412– 30.

Sinyor, M., Tran, U. S., Garcia, D., Till, B., Voracek, M., & Niederkrotenthaler, T. (2020 
a). Suicide mortality in the United States following the suicides of Kate Spade 
and Anthony Bourdain. Aust N Z J Psychiatry, 4867420976844. https://doi.
org/10.1177/0004867420976844

Sinyor, M., Williams, M., Zaheer, R., Loureiro, R., Pirkis, J., Heisel, M. J., Schaffer, A., Redelmeier, 
D. A., Cheung, A. H., & Niederkrotenthaler, T. (2020 b). The association between 
Twitter content and suicide. Aust N Z J Psychiatry, 4867420969805. https://doi.
org/10.1177/0004867420969805



32 Suicide communication on digital platforms: A research review

Sinyor, M., Williams, M., Zaheer, R., Loureiro, R., Pirkis, J., Heisel, M. J., Schaffer, A., Cheung, A. 
H., Redelmeier, D. A., & Niederkrotenthaler, T. (2021). The relationship between suicide-
related Twitter events and suicides in Ontario from 2015 to 2016. Crisis: The Journal 
of Crisis Intervention and Suicide Prevention, 42(1), 40–47. https://doi.org/http://dx.doi.
org/10.1027/0227-5910/a000684

Soron, T. R. (2019). “I will kill myself” - The series of posts in Facebook and unnoticed 
departure of a life. Asian J Psychiatr, 44, 55–57. https://doi.org/10.1016/j.ajp.2019.07.002

Stratton, J. (2020). Death and the Spectacle in Television and Social Media. Television & New 
Media, 21(1), 3–24. https://doi.org/10.1177/1527476418810547

Sueki, H. (2013). The effect of suicide- related internet use on users’ mental health. A 
longitudinal study. Crisis, 34, 348– 53.

Sueki, H. (2015). The association of suicide-related Twitter use with suicidal behaviour: A 
cross-sectional study of young Internet users in Japan. Journal of Affective Disorders, 170, 
155–160. https://doi.org/http://dx.doi.org/10.1016/j.jad.2014.08.047

Suler, J. (2004). The online disinhibition effect. Cyberpsychology & Behavior, 7, 321– 6.
Swain, R. K., & Pati, A. K. (2019). Use of social networking sites (SNSs) and its repercussions 

on sleep quality, psychosocial behavior, academic performance and circadian rhythm of 
humans - a brief review. Biological Rhythm Research. https://doi.org/10.1080/09291016.2
019.1620487

Swedo, E. A., Beauregard, J. L., de Fijter, S., Werhan, L., Norris, K., Montgomery, M. P., Rose, E. 
B., David-Ferdon, C., Massetti, G. M., Hillis, S. D., & Sumner, S. A. (2020). Associations 
Between Social Media and Suicidal Behaviors During a Youth Suicide Cluster in Ohio. J 
Adolesc Health. https://doi.org/10.1016/j.jadohealth.2020.05.049

Sveticic, J., & De Leo, D. (2012). The hypothesis of a continuum in suicidality: a discussion on its 
validity and practical implications. Mental Illness, 4, 73– 8. 

Synnott, J., Ioannou, M., Coyne, A., & Hemingway, S. (2018). A Content Analysis of Online 
Suicide Notes: Attempted Suicide Versus Attempt Resulting in Suicide. Suicide Life Threat 
Behav, 48(6), 767–778. https://doi.org/10.1111/sltb.12398

Tadesse, M. M., Lin, H. F., Xu, B., & Yang, L. (2020). Detection of Suicide Ideation in Social 
Media Forums Using Deep Learning. Algorithms, 13(1). https://doi.org/10.3390/a13010007 

Tao, L., & Jacobs, L. (2019). ?Inbox me, please?: Analysing comments on anonymous 
Facebook posts about depression and suicide. Journal of Psychology in Africa, 29(5), 
491–498. https://doi.org/10.1080/14330237.2019.1665903

Thompson, S. (1999). The Internet and its potential influence on suicide. Psychiatric Bulletin, 23, 
449–451.

Till, B. & Niederkrotenthaler T. (2014). Surfing for suicide methods and help: content analysis 
of websites retrieved with search engines in Austria and the United States. J Clin 
Psychiatry. 75(8):886-92. doi: 10.4088/JCP.13m08861. PMID: 25099284.

Timm, M. (2018). “Are You a Robot?” A Discourse Analysis of Rapport-Building in Online Crisis 
Chats. Suicidology Online-Sol, 9.

Toscos, T., Coupe, A., Flanagan, M., Drouin, M., Carpenter, M., Reining, L., Roebuck, A., & Mirro, 
M. J. (2019). Teens Using Screens for Help: Impact of Suicidal Ideation, Anxiety, and 
Depression Levels on Youth Preferences for Telemental Health Resources. JMIR Ment 
Health, 6(6), e13230. https://doi.org/10.2196/13230 

Trnka, R., Kuška, M., Balcar, K., & Tavel, P. (2018). Understanding death, suicide and self-injury 
among adherents of the emo youth subculture: A qualitative study. Death Stud, 42(6), 
337–345. https://doi.org/10.1080/07481187.2017.1340066

Twenge, J. M., & Campbell, W. K. (2019). Media Use Is Linked to Lower Psychological Well-
Being: Evidence from Three Datasets. Psychiatr Q, 90(2), 311–331. https://doi.org/10.1007/
s11126-019-09630-7

Van Spijker, B. a J., Cristina Majo, M., Smit, F., Van Straten, A., & Kerkhof, A. J. F. M. (2012). 
Reducing suicidal ideation: Cost-effectiveness analysis of a randomized controlled trial of 
unguided web-based self-help. Journal of Medical Internet Research, 14(5), e141. https://
doi.org/10.2196/jmir.1966 



33Suicide communication on digital platforms: A research review

Van Spijker, B. a J., Van Straten, A., & Kerkhof, A. J. F. M. (2014). Effectiveness of online 
self-help for suicidal thoughts: Results of a randomised controlled trial. PLoS ONE, 9(2). 
https://doi.org/10.1371/journal.pone.0090118

Van Spijker, B. A. J., Werner-Seidler, A., Batterham, P. J., Mackinnon, A., Calear, A. L., Gosling, 
J. A., Reynolds, J., Kerkhof, A. J. F. M., Solomon, D., Shand, F., & Christensen, H. (2018). 
Effectiveness of a web-based self-help program for suicidal thinking in an australian 
community sample: Randomized controlled trial. Journal of Medical Internet Research, 
20(2), 1-11. https://doi.org/10.2196/jmir.8595

 Vidal, C., Lhaksampa, T., Miller, L., & Platt, R. (2020). Social media use and depression in 
adolescents: a scoping review. Int Rev Psychiatry, 32(3), 235–253. https://doi.org/10.1080/
09540261.2020.1720623 

Vioules, M. J., Moulahi, B., Aze, J., & Bringay, S. (2018). Detection of suicide-related posts 
in Twitter data streams. Ibm Journal of Research and Development, 62(1). https://doi.
org/10.1147/jrd.2017.2768678 

Wang, W., Zhou, D. D., Ai, M., Chen, X. R., Lv, Z., Huang, Y., & Kuang, L. (2019). Internet 
addiction and poor quality of life are significantly associated with suicidal ideation of 
senior high school students in Chongqing, China. PeerJ, 7, e7357. https://doi.org/10.7717/
peerj.7357

Wang, Z., Yu, G., & Tian, X. (2018). Exploring Behavior of People with Suicidal Ideation in a 
Chinese Online Suicidal Community. Int J Environ Res Public Health, 16(1). https://doi.
org/10.3390/ijerph16010054

Waszak, P. M., Górski, P., Springer, J., Kasprzycka-Waszak, W., Duży, M., & Zagożdżon, 
P. (2018). Internet searches for “suicide”, its association with epidemiological data 
and insights for prevention programs. Psychiatr Danub, 30(4), 404–409. https://doi.
org/10.24869/psyd.2018.404

Weinstein, E., Kleiman, E. M., Franz, P. J., Joyce, V. W., Nash, C. C., Buonopane, R. J., & Nock, M. 
K. (2021). Positive and negative uses of social media among adolescents hospitalized for 
suicidal behavior. J Adolesc, 87, 63–73. https://doi.org/10.1016/j.adolescence.2020.12.003

Weisel, K. K., Fuhrmann, L. M., Berking, M., Baumeister, H., Cuijpers, P., & Ebert, D. D. (2019). 
Standalone smartphone apps for mental health-a systematic review and meta-analysis. 
NPJ Digit Med, 2, 118. https://doi.org/10.1038/s41746-019-0188-8

Westerlund, M. (2010). Självmord och Internet: kommunikation om ett livsfarligt ämne 
[Suicide and the Internet: Communication of a deadly subject]. Diss. Stockholm: Stockholm 
University 2010.

Westerlund, M. (2012). The production of pro-suicide content on the internet: A 
counter-discourse activity. New Media & Society, 14(5), 764–780. https://doi.
org/10.1177/1461444811425221

Westerlund, M. (2013). Talking suicide. Intimate online conversations about a taboo subject. 
Nordicom Review, 34 (2): 35-46.

Westerlund, M., Hadlaczky, G., & Wasserman, D. (2015). Case study of posts before and after 
a suicide on a Swedish internet forum. British Journal of Psychiatry, 207(6), 476-482. 
doi:10.1192/bjp.bp.114.154484

Westerlund, M., & Krysinska, K. (2021). ‘The role of the internet in suicide prevention from 
the public health perspective’, in Wasserman D (ed.) Oxford Textbook of Suicidology 
and Suicide Prevention, Oxford University Press, pp. 683 - 698, http://dx.doi.org/10.1093/
med/9780198834441.003.0076

Wiggins, S., McQuade, R., & Rasmussen, S. (2016). Stepping back from crisis points: the 
provision and acknowledgment of support in an online suicide discussion forum. 
Qualitative Health Research, 26, 1240– 51.

Winkel, S., Groen, G., & Petermann, F. (2003). Suicidal behaviour in adolescents and 
young adults— benefits of suicide chat rooms on the Internet. Zeitschrift fur klinische 
psychologie psychiatrie und psychotherapie, 51, 158– 75.



34 Suicide communication on digital platforms: A research review

Witt, K., Spittal, M. J., Carter, G., Pirkis, J., Hetrick, S., Currier, D., Robinson, J., & Milner, A. 
(2017). Effectiveness of online and mobile telephone applications (‘apps’) for the self- 
management of suicidal ideation and self- harm: a systematic review and meta-analysis. 
BMC Psychiatry, 17, 297.

Wong, P. W., Fu, K. W., Yau, R. S., Ma, H. H., Law, Y. W., Chang, S. S., & Yip, P. S. (2013). 
Accessing suicide- related information on the internet: a retrospective observational 
study of search behavior. Journal of Medical Internet Research, 15, e– 1. 

Wong, P. W, Wong, G. K., & Li, T. M. (2017). Suicide communications on Facebook as a source of 
information in suicide research: a case study. Sucidology Online, 8, 84.

Woodward, A., & Wyllie, C. (2016). Helplines, tele- web support services, and suicide 
prevention. In: J Pirkis and R O’Connor (eds), The International Handbook of Suicide 
Prevention: Research, Policy and Practice, pp. 490– 504. John Wiley & Sons, Ltd, 
Chichester.

Yeo, T. E. D. (2020). “Do You Know How Much I Suffer?”: How Young People Negotiate the 
Tellability of Their Mental Health Disruption in Anonymous Distress Narratives on Social 
Media. Health Commun, 1–10. https://doi.org/10.1080/10410236.2020.1775447 www.
mind.se

Zdanow, C., & Wright, B. (2012). The representation of self injury and suicide on emo social 
networking groups. African Sociological Review/ Revue Africaine de Sociologie, 16, 81– 101.



+46 (8) 665 14 60
registrator@statensmedierad.se

PO box 27 204 • S-102 53 Stockholm

About the Swedish Media Council
The Swedish Media Council is a government agency whose primary task is to promote the 
empowering of minors as conscious media users and to protect them from harmful media 
influences. The agency also coordinates the national effort for a strengthened media and 
information literacy in the general population.


